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#### Abstract

In this paper, I have presented a different approach to the finite element method for solving the eigenvalue problem in electromagnetics using the isoparametric rectangular element for the arbitrarily shaped domain. The concept behind this approach is to map the whole geometrical domain into the minimum quadrilaterals (curve edges, if any). Then, every four vertices of a quadrilateral are transformed into a master rectangular element in a natural coordinate system using the Lagrangian interpolation basis function and Jacobin matrix. This is not a new concept, but an observed fact is that we can simply achieve a high degree of accuracy using very less isoparametric elements of a high order. After this, the method of residual and Galerkin method is used to solve the weak form of the Helmholtz equation on a circular waveguide using a single second-order quadrilateral element and ridged circular waveguide.
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## 1. INTRODUCTION

The finite element method (FEM) has been widely used to solve the partial differential equation in the complex domain. But the major problem in working with FEM is dealing with the generation of mesh and connectivity of elements. In this paper, I have presented a very simple approach to partitioning the given domain into minimum numbers of quadrilateral elements. Note that each quadrilateral should have nodes as per Lagrangian quadrilateral or rectangular element that is it should have nodes $4,9,16 \ldots$ for an order $1,2,3 \ldots$ respectively. In this case, we can not use the serendipity element because we are using very fewer elements and all the nodes are lies on the edges or in this case, on the boundary of the domain so that it will not cover the interior domain. One can use another method to increase a large number of elements but it required meshing software. The objective of this paper is to use fewer elements to create complex geometry just by providing coordinates of the nodes of that quadrilateral element. For the generation of node coordinates, I have used Blender opensource package with python script one can use simple Inkscape also. The Lagrange basis functions are used for the transformation of quadrilateral into a standard square $[-1,1] \times[-1,1]$ domain and it is also used for the nodal displacement in the element [2], At least I can say that there is no need for complex meshing or any mesh generation software in this approach just coordinates of domain points are needed. The concept is given in section 2. In section 5.1 Helmholtz equation is solved on a standard circular waveguide to test this approach and in section 5.2 same problem is solved on the arbitrary circular waveguide.
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## 2. Mapping of the Circular Waveguide using a Single Second-Order Quadrilateral Element (9 nodes).



Fig. 1. Mapping of the circular domain using single
Second-order quadrilateral element (9 nodes).


Fig. 2. Standard second-order rectangular element


Fig. 3. The 2D plot of transformation equation of circular waveguide.
In this approach whole domain is mapped into the minimum number of elements. For a circular domain, only a quadratic element is sufficient to map exactly into a circular domain as shown in Fig.1. hence only 9 nodes will cover the whole domain into a standard quadratic rectangular element as shown in Fig. 2. the order of elements depends on the number of corners and curved edges in the geometrical domain but the number of points should be $4,6,9$, and so on. In the above example, the secondorder $(\mathrm{p}=2)$ shape functions are needed to transform the whole domain into a second-order master rectangular element as shown in Fig 2. note that here only a single second-order quadrilateral element is used and not 4 elements as appears in Fig.1. after isoparametric mapping using the Lagrange shape function this element exactly cover complete circle without any discretization error. The result of the circular domain is shown in Fig. 3.

To find the approximate solution of a given differential equation it is necessary to have good enough interior points in the domain. To increase the internal points we can increase the order of approximation. It is not necessary to have large points for approximating the domain. It is observed that 1 to 3 order of shape functions are sufficient to map many arbitrary-shaped domains. Once the domain is approximated, we can increase the order of the lagrangian shape function for nodal displacement to approximate the solution of the given differential equation.

## 3. SHAPE FUNCTIONS

The Lagrange linear polynomial shape functions along X-axis are given by

$$
\mathrm{I}_{\mathrm{i}}(\mathrm{x})=\prod_{j=0}^{n} \frac{\left(x-x_{j}\right)}{\left(x_{i}-x_{j}\right)}
$$

And along Y-axis

$$
\mathrm{l}_{\mathrm{i}}(\mathrm{y})=\prod_{j=0}^{n} \frac{\left(y-y_{j}\right)}{\left(y_{i}-y_{j}\right)}
$$

Taking the tensor product of the above two-liner shape function, we can obtain the 2 D basis shape functions $\phi(s, t)$.

## 4. TRANSFORMATIONS AND JACOBIAN

Jacobin is the matrix that is useful in the transformation of one coordinate system to another; it may be Cartesian to Cartesian or Cartesian to polar etc.

### 4.1. 1D Case

This transformation is used in the calculation of line integral on the boundary of the domain. For line integration $f=f(x, y)$ and $x=x(s), y=y(s)$ these are the parametric equation used for the transformation of the simple horizontal line called a master element, and its endpoints distances are -1 and 1 .


Master element
Fig. 4

line segment in $x y$ coordinate system

## Fig. 5

To map an inclined line in the XY coordinate system to the master element, I have used the Lagrange polynomial for the transformation equation.

Let $\phi(s, t)$
$x=x_{1} \phi_{1}+x_{2} \phi_{2}$ And $y=y_{1} \phi_{1}+y_{2} \phi_{2}$
Here $\phi_{1}(s)$ and $\phi_{2}(s)$ are the linear shape functions or linear basis functions in the natural coordinate system, that is $\phi=\phi(s)$.
The line integration on the segment dr is written as

$$
\int_{a}^{b} f(x, y) d r=\int_{-1}^{1} f(x(s), y(s)) \sqrt{(d x)^{2}+(d y)^{2}}
$$

$$
\int_{a}^{b} f(x, y) d r=\int_{-1}^{1} f(x(s), y(s)) \sqrt{\left(\frac{d x}{d s}\right)^{2}+\left(\frac{d y}{d s}\right)^{2}} d s
$$

Where $\sqrt{\left(\frac{d x}{d s}\right)^{2}+\left(\frac{d y}{d s}\right)^{2}}$ is the Jacobin J.
For linear shape function on boundary only x or y variable present therefore
$\int_{a}^{b} f(x) d x=\int_{-1}^{1} f(x(s)) J d s$
Where $J=\frac{d x}{d s}$
Numerically, line integration is solved by using Gauss Quadrature integration [9]. which is

$$
\int_{a}^{b} f(x) d x=\frac{b-a}{2} \sum_{i=1}^{n} w_{i} f(x(s)) J
$$

Where, $w_{i}$ are the Gauss-Quadratures weights. And note that Jacobian is evaluated at Gauss sampling points. To find the derivative of shape function $\phi$, as we know that shape function $\phi$ is the function of $s$ only and we have to calculate the derivative with the respective x . then

$$
\begin{array}{r}
\frac{d \phi}{d x}=\frac{d \phi}{d s} \frac{d s}{d x} \\
\therefore \frac{d \phi}{d x}=\frac{d \phi}{d s} \frac{1}{|J|}
\end{array}
$$

Where, $J=\frac{d x}{d s}$ is the Jacobin.

### 4.2. 2D Case

In this case, transformation equations are [1]
$x=\sum_{i=1}^{N} x_{i} \phi_{i}(s, t)$
$y=\sum_{i=1}^{N} y_{i} \phi_{i}(s, t)$
Where $\left(x_{i}, y_{i}\right)$ the coordinates of domain points, $(x, y)$ are the new points in the domain corresponding to natural coordinates $(s, t)$ in the master element. Where N is the number of points in the domain.

Suppose we have a function $f(x, y)$ and in the Cartesian coordinate system and by transformation technique we got the values of x and y such that $x=x(s, t)$ and $y=y(s, t)$. Where, s and t are horizontal and vertical axes in the natural coordinate system. Suppose we want to integrate $f(x, y)$ function, then the surface integration with transformation is given by [2]
$\iint f(x, y) d x d y=\iint f(x(s, t), y(s, t)) J d s d t$
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### 4.2.3. Calculation of Jacobian in 2D

Let $f=f(x, y)$ and $x=x(s, t), y=y(s, t)$ According to the chain rule [2]

$$
\begin{aligned}
& \frac{\partial f}{\partial s}=\frac{\partial f}{\partial x} \frac{d x}{d s}+\frac{\partial f}{\partial y} \frac{d y}{d s} \\
& \frac{\partial f}{\partial t}=\frac{\partial f}{\partial x} \frac{d x}{d t}+\frac{\partial f}{\partial y} \frac{d y}{d t}
\end{aligned}
$$

Consider the above equation as a system of two linear equations with two unknown $\frac{\partial f}{\partial x}$ and $\frac{\partial f}{\partial y}$. In matrix form

$$
\left(\begin{array}{ll}
\frac{d x}{d s} & \frac{d y}{d s} \\
\frac{d x}{d t} & \frac{d y}{d t}
\end{array}\right)\binom{\frac{\partial f}{\partial x}}{\frac{\partial f}{\partial y}}=\binom{\frac{\partial f}{\partial s}}{\frac{\partial f}{\partial t}}
$$

$$
\begin{aligned}
& D=\left|\begin{array}{ll}
\frac{d x}{d s} & \frac{d y}{d s} \\
\frac{d x}{d t} & \frac{d y}{d t}
\end{array}\right| \\
& D_{x}=\left|\begin{array}{ll}
\frac{\partial f}{\partial x} & \frac{d y}{d s} \\
\frac{\partial f}{\partial y} & \frac{d y}{d t}
\end{array}\right| \\
& D_{y}=\left|\begin{array}{ll}
\frac{d x}{d s} & \frac{\partial f}{\partial x} \\
\frac{d x}{d t} & \frac{\partial f}{\partial y}
\end{array}\right|
\end{aligned}
$$

According to the crammers rule [2]
$\frac{\partial f}{\partial x}=\frac{D x}{D}$ and $\frac{\partial f}{\partial y}=\frac{D y}{D}$. here $D=|J|$ is the 2D Jacobin
Once we know the Transformation and Jacobian then we can integrate and differentiate the shape functions. Using Gauss-Quadrature integration (ref. 9), equation 2 is written as

$$
\int_{a}^{b} \int_{c}^{d} f(x, y) d x d y=\left(\frac{b-a}{2}\right)\left(\frac{d-c}{2}\right) \sum_{i=1}^{n} \sum_{j=1}^{n} w_{i} w_{j} f(x(s, t), y(s, t)) J
$$
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Note that, here jacobian is evaluated at Gauss sampling points.
Where $w_{i}$ or $w_{j}$ are Gauss-Legender weight points.

## 5. NUMERICAL EXAMPLES

### 5.1. Homogeneous circular waveguide-scalar formulation

In this section, the two-dimensional circular waveguide of unit radius is taken and the problem is solved using the Galerkin method. only a single quadratic quadrilateral element is used. Finite element stiffness matrix and mass matrix are derived in python program to calculate cutoff wavenumber and electric filed distribution are presented. The cutoff wavenumbers are shown in Table 1 and field distribution is shown in figure 4.

### 5.1.2. Weak formulation of Helmholtz equation.

Helmholtz equation for scalar potential $\phi$ and wave number $k_{c}$ is

$$
\nabla^{2} \phi+k_{c}^{2} \phi=0 \quad \ldots 1
$$

Multiply the above equation by test function $T$ and integrate over surface $\Omega$

$$
\begin{aligned}
\iint\left[\mathrm{T} \nabla^{2} \phi+k_{c}^{2} \phi\right] d x d y=0 \\
\therefore \iint\left[T \nabla . \nabla \phi+k_{c}^{2} \phi\right] d x d y=0 \quad \ldots 2
\end{aligned}
$$

Taking integration by parts of the first part of equation 2 we get

$$
\iint T \nabla \cdot \nabla \phi d x d y=-\int_{\Omega}(\nabla T) \cdot \nabla \phi d x d y+\int_{\mathrm{d} \Omega}(\nabla \phi \cdot \hat{n}) T d l
$$

where $\hat{n}$ is the unit normal to the circular boundary and it vanishes because, for PEC in TM mode T is zero, and for TE mode $\nabla \phi=0$

Therefore equation 2 become

$$
\int_{\Omega}(\nabla T) \cdot \nabla \phi d x d y=\int_{\Omega} k_{c}^{2} \phi T d x d y=0 \quad \ldots 3
$$

Let trial solution, $\phi=\sum_{i=1}^{N} \phi_{i} N_{i}(x, y)$
And as per Galerkin method, $T=\sum_{i=1}^{N} N_{i}(x, y)$
Where $N_{i}(x, y)$ are Lagrange basis functions. N is the total number of nodes per element or number of basis functions used for interpolation.

Equation 3 becomes

$$
\sum_{\{i, j=1\}}^{N} \phi_{i} \int_{\Omega} \nabla N_{i} . \nabla N_{j} d x d y=k_{c}^{2} \sum_{i}^{N} \phi_{i} \int_{\Omega} N_{i} N_{j} d x d y
$$

This can be written in matrix form at the element level

$$
\begin{gathered}
{\left[K_{e}\right]\left\{\phi_{e}\right\}=k_{c}^{2}\left[M_{e}\right]\left\{\phi_{e}\right\}} \\
K_{e}=\phi_{i} \sum_{i, j=1}^{N} \int_{\Omega}\left(\frac{\partial N_{i}}{\partial x} \frac{\partial N_{j}}{\partial x}+\frac{\partial N_{i}}{\partial y} \frac{\partial N_{j}}{\partial y}\right) d x d y, \quad N \times N \text { matrix } \\
M_{e}=\phi_{i} \sum_{i, j=1}^{N} \int_{\Omega} N_{i} N_{j} d x d y, \quad N \times N \text { matrix }
\end{gathered}
$$

After assembling, the global matrix equation is

$$
[K]\{\phi\}=k_{c}^{2}[M]\{\phi\}
$$

And $\phi=N \times 1$ unknown column vector that we want to calculate.

### 5.1.3. Boundary condition: TE and TM Modes

For TE modes, $\phi$ represents the axial magnetic field $H_{z}$, and the boundary condition is the Neumann that is $\frac{d \phi}{d n}=0$. And for TM mode $\phi=0$ at all boundaries [4].

### 5.3.4. Electric filed calculation from potential $\phi$

For TE mode electric field can be calculated from

$$
\begin{aligned}
E_{x} & =-\frac{\partial \phi}{\partial y} \\
E_{y} & =\frac{\partial \phi}{\partial x}
\end{aligned}
$$

For TM mode

$$
\begin{aligned}
E_{x} & =-Z_{0} \frac{\partial \phi}{\partial x} \\
E_{y} & =-Z_{0} \frac{\partial \phi}{\partial y}
\end{aligned}
$$

Table 1. cutoff wavenumber for circular waveguide ( $\boldsymbol{k}_{\boldsymbol{c}} *$ radius)

| Modes | Analytical (ref 1) | FEM Solution |
| :---: | :---: | :---: |
| TE01 | 3.832 | 3.8714 |
| TE11 | 1.841 | 1.8525 |
| TE12 | 5.331 | 5.6209 |
| TE21 | 3.054 | 3.0634 |
| TE22 | 6.706 | 6.7816 |
| TM01 | 2.405 | 2.4198 |
| TM11 | 3.832 | 3.8579 |
| TM12 | 7.016 | 7.08 |
| TM21 | 5.135 | 5.1922 |
| TM22 | 8.417 | 8.8426 |


(a) TEO1 mode


Fig 6. Potential and electric field distribution in circular waveguide for TE mode.

(d) TM01 mode


(e) TM11 mode

(f) TM21 mode

Fig. 7. Potential and magnetic filed distribution for TM mode

### 5.2. Arbitrary-shaped circular waveguide.

The same above problem was solved on an arbitrarily shaped waveguide as shown in fig.8. this domain is formed by displacing the left and right side nodes by 0.5 unit inside the circle. The actual domain formed is shown in Fig.9. cutoff wavenumber for TE modes are shown in Table 2 and TE field distributions are shown in Fig. 10.


Fig. 8. Single quadrilateral element


Fig. 9. Actual domain after transformation.

Table 2. Cutoff Wavenumber for Arbitrary Shaped Circular Waveguide ( $\boldsymbol{k}_{\boldsymbol{c}} *$ radius)

| Modes | Standard circular <br> waveguide | FEM Solution |
| :---: | :---: | :---: |
| TE01 | 3.8714 | 4.6708 |
| TE11 | 1.8525 | 2.7958 |
| TE12 | 5.6209 | 6.7713 |
| TE21 | 3.0634 | 3.1256 |
| TE22 | 6.7816 | 7.2025 |



(g) TEO1 mode

(h) TE11 mode


(i) TE12 mode

## 4. CONCLUSION

The technique of Iosparmetic formulation in partitioning the complex domain into minimum isoparametric elements is found to be accurate and simple. As evidence that the approach has substantial potential for applications, we note that it has been fairly easy to partition the domain into isoparametric elements just by providing the coordinates of domain points. It is observed that we can generate many complex shapes using minimum elements.

# SJIF Impact Factor 2022: 8.197| ISI I.F. Value: 1.241| Journal DOI: 10.36713/epra2016 <br> ISSN: 2455-7838(Online) <br> EPRA International Journal of Research and Development (IJRD) 

Volume: 7 | Issue: 7 | July 2022

- Peer Reviewed Journal


## REFERENCES

1. C.J Reddy, Manohar D. Deshpande: Finite element method for eigenvalue problems in electromagnetics, NASA Technical paper 3485.
2. Daryl Logan A First course of Finite Element Method. University of Wisconsin-Platteville, Sixth Edition, 2017.
3. Peter Arbenz: FEM and sparse linear system solving, Computer Science Department, ETH Zurich, http://people.inf.ethz.ch/arbenz/FEM17//
4. Rahaman, B.M.A: -Finite Element Analysis of Optical Waveguidell progress in Electromagnetic Research, PIER 10, 187-216, 1995.
5. http://www.ce.memphis.edu/7117/notes/notes.html -chapter-10:(Isoparametric Elements, jacobian).
6. Xiaoming He: Web: http://web.mst.edu/ hex/, Department of Mathematics and Statistics Missouri University of Science and Technology Rolla, MO, 65409.
7. https://www.simscale.com/docs/simwiki/numerics-background/what-are-boundary-conditions (types of boundary conditions).
8. Sandip Mazumder: "Numerical Methods for Partial Differential Equations: Finite Difference and Finite Volume Methods," (2015), S. Mazumder, Academic Press, https://www.youtube.com/watch?v=FoYzQAzVVNk\&list=PLVuuXJfoPgT7nm3vaqx-qax-e1TIiuyLb.
9. C.S. Upadhaya: Lecture Series on Finite Element, Department of Aero Space IIT Kanpur. NPTE, http://nptel.iitm.ac.in
10. Numerical Methods: E.Balagurusamy, Tata McGraw-Hill Publishing Company Limited.
11. https://ufl.instructure.com/courses/342942/files/35340324/download?wrap $=1$ (isoparametric formulation, Jacobian, and numerical integration)
